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Memory effects and scaling laws in slowly driven systems
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CH-1015 Lausanne, Switzerland

Received 21 July 1998

Abstract. This paper deals with dynamical systems depending on a slowly varying parameter. We
present several physical examples illustrating memory effects, such as metastability and hysteresis,
which frequently occur in these systems. The examples include the delayed appearance of
convection rolls in Rayleigh–B́enard convection with slowly varying temperature gradient, scaling
of hysteresis area for ferromagnets in a low-frequency magnetic field, and a pendulum on a rotating
table displaying chaotic hysteresis. A mathematical theory is outlined, which allows us to prove
the existence of hysteresis cycles, and determine related scaling laws.

1. Introduction

There exist many instances where the dynamics of a system depends on a parameter which
varies slowly in time. This parameter is often controllable by the experimentalist, who can
modify it at will. A well known example of this situation is that of a ferromagnet on which is
imposed a low-frequency magnetic field. One can also think of chemical reactions occurring in
a reactor in which the flux of the injected chemical substances is varying slowly, or the Couette–
Taylor experiment in hydrodynamics where the speed of rotation of the inner cylinder is slowly
modulated. In other circumstances, the parameter is not controllable, but certainly influences
the dynamics of the system of interest. As examples of this situation we could mention the
impact of solar light on the thermal convection in the atmosphere, or the seasonal (or even
climatic) effect on the dynamics of populations.

One of the most interesting phenomena observed in systems with an adiabatically varying
parameter is the familiar one of hysteresis. Recently, there has been a renewal of interest in this
old problem, both from a theoretical and an experimental point of view. Several authors [1–4]
have particularly analysed properties of the hysteresis cycle, such as its area, which appears to
scale in a nontrivial way with the adiabatic parameter.

In this article, we concentrate on dynamical systems with a finite number of degrees of
freedom, depending on a parameter in such a way that the system undergoes bifurcations
when the parameter is considered to be static. The static (or ‘frozen’) situation corresponds
to measurements made, in principle during very long times, at successive fixed values of the
parameter. We then ask what is happening when the parameter is varying slowly in time,
instead of being kept fixed. This question is closely related to the opposite one: can the static
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bifurcation diagram be determined experimentally by varying the parameter slowly in time (a
possible temptation for the impatient experimentalist)?

We have recently developed a coherent mathematical framework to deal with adiabatic
systems, in particular to show existence of hysteresis cycles and determine their scaling laws
[5, 6]. The purpose of this article is to explain these methods by illustrating them on a few
concrete physical examples.

We begin, in section 2, by presenting the most important features of one-dimensional (1D)
systems, which are illustrated by a few generic examples. We discuss in particular a simple
geometric method to determine scaling laws near bifurcation points.

In section 3, we use the Lorenz model to illustrate the phenomenon of bifurcation delay,
where the system remains in metastable equilibrium near ana priori unstable solution. When
translated into the language of Rayleigh–Bénard (RB) convection, this phenomenon means that
the slow and periodic variation of the temperature gradient in time leads to a delayed appearance
of convection rolls and to hysteresis. The Lorenz model being a good approximation close to
the instability threshold, since it contains two dominant modes of the bifurcation, this delay
should be observable in the real RB convection. To explain the delay, we introduce two new
methods especially designed forn-dimensional (nD) systems: dynamic diagonalization and
adiabatic manifolds.

In section 4, we present a simple mean-field model for the dynamics of a ferromagnet in
a slowly oscillating magnetic field. In the 1D case, we discuss the concept of dynamic phase
transition introduced in [7], and derive a scaling law for the hysteresis area. In the 2D case, we
examine the effect of anisotropy on the mechanism of magnetization reversal and the shape of
hysteresis cycles.

In section 5, we discuss a simple mechanical system (which was introduced in [8]),
displaying chaotic instead of periodic hysteresis. This phenomenon depends only on a few
qualitative features of the system, and should be observable in a larger class of nonlinear
oscillators including inertia and involving a symmetry-breaking bifurcation.

Finally, section 6 is dedicated to some examples of the effect of eigenvalue crossings.
These crossings give rise to an effective interaction between otherwise independent modes,
which is essential in the sense that it cannot be eliminated by a change of variables. The
interaction may, however, be delayed in certain cases.

Throughout this text, we use the following mathematical setting. The ‘frozen’ dynamical
system is supposed to be described by a family of ordinary differential equations

dx

dt
= F(x, λ) x ∈ Rn λ ∈ R. (1)

The associated adiabatic system is given by

dx

dt
= F(x, λ(εt)) (2)

whereλ(τ) is a given function, andε is the smalladiabatic parameter. It is useful to introduce
theslow timeτ = εt , so that (2) can be rewritten as

ε
dx

dτ
= F(x, λ(τ)) (3)

or, in short form,εẋ = f (x, τ ). We denote by〈·|·〉 the usual scalar product inRn and by‖ · ‖
the Euclidean norm.

There is a large literature on singular perturbed problems of this type. Results on linear
systems can be found in [9]. For a review of results on dynamic bifurcations, see [10]. In
particular, the phenomenon of bifurcation delay has been rigorously analysed in two important
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papers by Neishtadt [11, 12]. Certain hysteresis phenomena in slow–fast systems similar to
the Van der Pol equation have been analysed in [13].

The methodology developed in [5] to analyse adiabatic equations of the form (3) is
especially dedicated to the search of hysteresis cycles, and of the way their properties scale
with ε. It relies both on existing and new results, including in particular the following.

• If x?(λ) is a hyperbolic equilibrium branch of (1), one constructs a particular solution of
(3) tracking this branch at a distance of orderε. See [14, 15] for related results.
• The motion near this particular solution is analysed by local methods such as dynamic

diagonalization of the equation, and the construction of invariant manifolds (see section 3).
Results in this direction have been obtained in [9] and [14]. In [5], we extend them to a
more constructive method, allowing us to determine solutions up to exponentially small
order inε (see [6] for a summary).
• The motion near bifurcation points, which is responsible for hysteresis and nontrivial

scaling laws, is first simplified by a centre manifold reduction. We introduced a new
method to analyse the resulting low-dimensional equations from a qualitative point of
view (see section 2).

2. 1D systems

In this section, we will consider 1D adiabatic equations of the form

εẋ = F(x, λ(τ)) = f (x, τ ) x, τ ∈ R (4)

where the dot denotes derivation with respect toτ , andf (x, τ ) is assumed to be an analytic
real-valued function (weaker results as those stated below hold for differentiable functions).

The static bifurcation diagram of (4) is obtained by determining the solutions off (x, τ ) =
0, which are generically curves subdividing the plane into regions wheref is positive or
negative. Letx?(τ ) be such an equilibrium curve. The implicit function theorem tells us that
if the linearizationa(τ) = ∂xf (x

?(τ ), τ ) does not vanish, thenx?(τ ) is a smooth curve. It
corresponds to stable solutions ifa(τ) is negative, and to unstable ones ofa(τ) is positive.

In such a situation, one can prove the existence of a particular solutionx̄(τ ) of the adiabatic
equation (4) tracking the curvex?(τ ) at a distance of orderε:

x̄(τ ) = x?(τ ) +O(ε). (5)

Moreover, this solution admits an asymptotic power series inε, which does not converge in
general, but admits, however, an optimal truncation at exponentially small order:

x̄(τ ) = x?(τ ) +
N(ε)∑
j=1

xj (τ )ε
j +O(e−1/Cε) N(ε) = O(1/ε). (6)

We call x̄(τ ) an adiabatic solutionassociated with the equilibrium branchx?(τ ). Other
solutions of (4) are attracted or repelled exponentially fast by adiabatic ones, and tend to switch
between the neighbourhoods of different equilibrium branches in a time of orderε| ln ε|. As
long as there are no bifurcation points, the solutions thus remain most of the time close to
equilibria, and there is no hysteresis in the system.

The crucial point to obtain the formula (6) is to prove the existence of the exponential
bound uniformly in time. This can be done using an iterative scheme introduced by Neishtadt
in [11]. Once the existence of this bound is known, it is easy to compute the coefficientsxj (τ )

by mere substitution into equation (4).
Let us now consider the effect of bifurcations. At these special points, several equilibrium

branches may meet, causing the solutions to choose between several possible directions, which
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Figure 1. Newton’s polygons for the most generic bifurcations discussed in the text. Dots mark
points for which the Taylor coefficientscnm 6= 0. Slopes of segments correspond to the possible
exponentsq of equilibrium branches through the bifurcation point. The ordinate at 1 of these
segments is the exponentp of the linearization. In more complicated cases, the polygons may have
more segments, each one describing a possible bifurcation branch.

is the basic mechanism of hysteresis. Moreover, equilibrium branches are in general no longer
tracked at a distance of orderε, but at a distance scaling in some other, nontrivial way withε,
which we now show how to compute.

If the origin is a bifurcation point off , we can write in some neighbourhood

f (x, τ ) =
∑
n,m>0

cnmx
nτm c00 = c10 = 0. (7)

Assume thatf (x, τ )admits an equilibrium branch scaling asx?(τ ) ≈ |τ |q (we use this notation
to indicate thatc−|τ |q 6 x?(τ ) 6 c+|τ |q , wherec± are positive constants independent ofτ and
ε). A standard result of bifurcation theory states that−q is necessarily equal to the slope of a
segment ofNewton’s polygon. This polygon is constructed as the convex envelope of the set
of points(n,m) ∈ N2 such thatcnm 6= 0, completed by a horizontal and a vertical (figure 1).
The linearizationa(τ) = ∂xf (x?(τ ), τ ) scales generically as|τ |p, wherep is the ordinate at
1 of the tangent to Newton’s polygon with slope−q.

These two easily determined numbersp andq are usually sufficient to characterize the
scaling behaviour at leading order inε. In fact, different behaviours take place in aninner
region |τ | 6 ε1/p+1 and in anouter region|τ | > ε1/p+1. In particular, ifx?(τ ) ≈ |τ |q is a
decreasing stable branch arriving at the bifurcation point, above whichf is negative, one can
show that

x̄(τ )− x?(τ ) ≈
{
ε|τ |q−p−1 for τ 6 −ε1/p+1

εq/p+1 for −ε1/p+1 6 τ 6 0.
(8)

The essential idea to obtain this formula is to expand the equation in a neighbourhood of the
bifurcating equilibrium branch, and to show that the dynamics is dominated by terms linear in
x − x?(τ ).

Combining a local analysis around bifurcation points with a global analysis, which is
usually easy in one dimension, one can determine the qualitative properties of dynamics.
In particular, if λ(τ) is a periodic function, one can construct the Poincaré map (which
is necessarily a monotonous function) in order to prove existence of hysteresis cycles and
determine their scaling laws.

Let us illustrate this procedure on the simple model equation given by

F(x, λ, µ) = −µx − x3 + λ. (9)

Mathematically, this function is a generic two-parameter perturbation of the vector field−x3

[16]. Physically, it describes the overdamped motion of a particle in a Ginzburg–Landau
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Figure 2. (a) Orbits (light curves), in the(λ, x)-plane, of the systemεẋ = −µx − x3 + λ(τ),
for µ = 1 andε = 10−3/2, 10−2 and 10−5/2. The initial condition is marked by a small square.
Steeper curves correspond to smaller values ofε. Each solution is attracted by a periodic orbit,
enclosing an area of orderε. After a short transient, it tracks the equilibrium curvex?(λ) (heavy
curve) at a distance of orderε (actually, in the caseε = 10−5/2, the asymptotic orbit cannot be
distinguished from this curve). (b) Same as (a), but forµ = 0. The heavy curve is the equilibrium
curvex?(λ) = λ1/3. For clarity, only the asymptotic motion is shown (light curves). Atλ = 0, the
periodic orbit is at a distance of orderε1/5 of the equilibrium point, and it encloses an area of order
ε4/5.

potential

8(x, λ, µ) = 1
2µx

2 + 1
4x

4 − λx (10)

whereµ = T −Tc represents the difference between the temperature and its critical value, and
λ is an external field. The quartic potential described by the first two terms is fairly generic
in physical systems presenting the symmetryx 7→ −x, while the linear term is the simplest
possible asymmetric perturbation.

We begin with the situation whereµ = 1 is fixed, andλ(τ) = sinτ is slowly
oscillating. The equationF(x, λ,1) = 0 admits a single, stable equilibrium branchx?(λ),
given implicitly by x?(λ)3 + x?(λ) = λ. All solutions are attracted by a periodic solution
x̄(τ ) = x?(λ(τ)) + O(ε), enclosing an area of orderε (figure 2(a)). In the adiabatic limit
ε→ 0, this area vanishes and there is no hysteresis.

If µ = 0 andλ(τ) = sinτ , the unique equilibrium branchx?(λ) = λ1/3 admits the
origin as a bifurcation point. Using Newton’s polygon or a direct calculation, we find that the
exponents determining the scaling behaviour areq = 1

3 andp = 2
3 (figure 1(a)). The orbits

are attracted by a periodic one, crossing thex–axis at a distance of orderε1/5 from the origin,
and enclosing an area

A(ε) ≈ ε4/5 (11)

(figure 2(b)). The cycle still collapses withx?(λ(τ)) in the adiabatic limit, but with a much
slower rate. These exponents have been found in [4, 17] using other methods (which are less
general than ours).

If µ = −1 andλ(τ) = sinτ , there are two bifurcation points at(±λc,∓xc), where
λc =

√
4/27 andxc =

√
1/3. Two stable branchesx?±(λ) and one unstable branchx?0(λ)

meet at these bifurcation points (figure 3(a)). Since they are crossed with nonzero velocity,
Newton’s polygon shows that the associated exponents areq = p = 1

2 (figure 1(b)). In fact,
close to these points, the dynamics in translated coordinates is governed by the equation

εẏ = −τ − y2 + higher order terms. (12)
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Figure 3. (a) Same as figure 2, forµ = −1. The periodic orbits (light curves, for the three different
values ofε) lie at a distance at mostO(ε1/3) from a limiting hysteresis cycle, composed of stable
equilibrium branches and two vertical lines. The heavy curve represents the stable static equilibria
x?±(λ), the broken curve is the unstable branchx?0(λ). The enclosed area isA(ε) = A(0)+O(ε2/3).
(b) Hysteresis cycle of the equationεẋ = −µ(τ)x−x3. The initial condition is marked by a small
square, heavy curves denote stable (full) and unstable (broken) equilibria. See also figure 4.

Solutions cross they–axis aty ≈ ε1/3. Using the scalingy = ε1/3z andτ = ε2/3σ , one shows
that y remains of orderε1/3 until a timeτ ? ≈ ε2/3, and then quickly leaves the bifurcation
region to jump on the other stable branch. The orbits are attracted by a hysteresis cycle with
area satisfying

A(ε)−A(0) ≈ ε2/3 (13)

whereA(0) = 3
2 is the area situated betweenx?+(λ) andx?−(λ) for −λc < λ < λc. This time,

the hysteretic behaviour persists in the adiabatic limit. The main contribution of orderε2/3 to
the excess area comes from the delayed jump. The scaling law (13) was also obtained in [3]
using an exact solution of (12) (without the higher order terms).

As a final example, let us consider the situation whereλ = 0 andµ(τ) is the varying
parameter. The static bifurcation diagram displays a pitchfork bifurcation at the origin,
involving the branchesx ≡ 0 andx = ±√−µ, for which q = 1

2 andp = 1 (figure 1(c)).
An important new phenomenon isbifurcation delay: nearx = 0, the dynamics is essentially
governed by the linearized equation

εẋ = −µ(τ)x ⇒ x(τ) = exp

[
− 1

ε

∫ τ

τ0

µ(s)ds

]
x(τ0). (14)

Starting at a time whereµ > 0, x(τ) remains exponentially small as long as the integral in
(14) is negative, which is true for a whilebeyondthe instant whereµ changes sign. If the
solution finally jumps on the stable branch andµ is increased again, this branch is followed
adiabatically, which leads to hysteresis (figure 3(b)). The area of the cycle follows the scaling
law

A(ε)−A(0) ≈ ε3/4 (15)

whereA(0) depends on the bifurcation delay time. The phenomenon of bifurcation delay can
be interpreted asmetastability: instead of jumping directly to one of the stable branches created
by spontaneous symmetry breaking, the solution tracks the unstable equilibrium branch for a
macroscopic time (this time does not decrease to zero asε→ 0).

These examples indicate that 1D systems are relatively well understood. In fact, our
method to determine scaling laws is general, and quite straightforward to apply to other



Memory effects and scaling laws in slowly driven systems 21

bifurcations than the special cases described here. Moreover, one can expect that when a
single (non–degenerate) mode of a larger system undergoes bifurcation, the dynamics of the
associated adiabatic system will be governed by an effective 1D equation, describing the
motion of this particular mode, which explains why the same scaling laws are observed for
more complicated systems. The Lorenz model discussed in the next section illustrates this
reduction of variables.

3. Bifurcation delay in the Lorenz model

Let us now turn to the behaviour of higher-dimensional systems

εẋ = F(x, λ(τ)) = f (x, τ ) x ∈ Rn τ ∈ R. (16)

It can be shown that adiabatic solutions with an expansion of the form (6) still exist in the vicinity
of hyperbolicequilibria, i.e. branches of equilibrium points around which the linearization of
f has no purely imaginary eigenvalues.

The behaviour of neighbouring solutions is far more complicated to analyse than in the 1D
case. One can, however, obtain valuable informations by applying the following procedure:

• One starts by analysing the equation linearized around the time-dependent adiabatic
solution, which takes the formεẋ = A(τ)x. Such equations have been particularly studied
by Wasow [9], and are also of great importance in quantum mechanics. We extended these
methods to allow for a complete diagonalization by a linear, time-dependent change of
variables.
• Once the linear part has been diagonalized, it is important to deal with nonlinear terms,

for instance to delineate the boundary of basins of attraction. To do this, we generalize
the stable manifold theorem in order to construct invariant manifolds near hyperbolic
equilibria. This allows us to choose coordinates in such a way that stable and unstable
manifolds become time independent, and to reduce the dimension of the system.

We illustrate these techniques on the Lorenz model with slowly varying temperature
gradientr(τ ):

εẋ1 = σ(x2 − x1)

εẋ2 = r(τ )x1− x2 − x1x3

εẋ3 = −bx3 + x1x2

(17)

where we assume thatb, σ > 0. This model has been introduced as an approximation to
Rayleigh–B́enard convection, but also describes other systems such as lasers. It is well known
that if r 6 1 is fixed, the origin is a globally asymptotically stable fixed point, whereas when
r > 1, the origin is hyperbolic and two new equilibriaC± = (±

√
b(r − 1),±√b(r − 1), r−1)

appear, which correspond physically to convection rolls.
We will study this system whenr(τ ) is slowly oscillating aroundr = 1, and stays well

below the chaotic region. It can be written in compact form

εẋ = A(τ)x + b(x) (18)

whereb(x) is quadratic. Note that the identically zero function is a particular solution of this
equation. The matrixA(τ) has three eigenvalues

a1,2(τ ) = − 1
2(σ + 1)± s(τ ) a3 = −b s(τ ) = 1

2

√
(σ + 1)2 + 4σ(r(τ )− 1). (19)

The eigenvaluesa2 anda3 are always negative, whilea1(τ ) has the same sign asr(τ )− 1. We
thus expect that the motion will essentially follow the eigenspace ofa1(τ ). For this reason,
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we will construct a change of variables isolating this particular direction. To do this, we begin
by searching a linear transformation which should diagonalize the linear part of (18). To this
end, we observe that ifS(τ ; ε) is a matrix satisfying

εṠ = AS − SD (20)

whereD(τ ; ε) is diagonal, then the change of variablesx = Sy transforms (18) into

εẏ = D(τ)y + S−1b(Sy). (21)

The key point is that we can prove the existence of a bounded solution of (20), admitting
asymptotic series

S(τ ; ε) = S0(τ ) + εS1(τ ) + ε2S2(τ ) + · · ·
D(τ ; ε) = D0(τ ) + εD1(τ ) + ε2D2(τ ) + · · · (22)

which can be truncated to exponentially small order, just as the adiabatic solution (6)†.
In particular,S0(τ ) is the matrix diagonalizingA statically, and the entries ofD0(τ ) are
eigenvalues ofA(τ). The proof uses the fact thata1(τ ) 6= a2(τ ).

In the specific case of the Lorenz equations, a linear transformation given to leading order
by

x1 = σ(y + z1) +O(ε) x2 = σ − 1

2
(y + z1) + s(y − z1) +O(ε) x3 = z2 (23)

yields the equation

εẏ = d1(τ )y + b1(y, z, τ )

εż = D2(τ )z + b2(y, z, τ )
(24)

whered1(τ ) = a1(τ ) +O(ε), D2(τ ) is diagonal with entriesa2(τ ) +O(ε) anda3, andb1, b2

are quadratic.
In order to deal with the nonlinear terms, we introduce invariant manifolds. Consider the

partial differential equation

ε∂τ v(y, τ ) = D2(τ )v(y, τ ) + b2(y, v, τ )− ∂yv(y, τ )[d1(τ )y + b1(y, v, τ )]. (25)

It can be shown that this equation admits, in a neighbourhood ofy = 0, a solution
v(y, τ ) = O(y2). Whenr > 1, it lies at a distance of orderε from the instantaneous unstable
manifold of the origin, but it can be continued to times wherer < 1. The change of variables
z = ζ + v(y, τ ) transforms the second equation of (24) into

εζ̇ = [D2(τ ) + β2(y, ζ, τ )]ζ (26)

whereβ2 is of order|y| + ‖ζ‖. This equation admitsζ = 0 as invariant manifold. A similar
change of variablesy = η + u(ζ, τ ) transforms the first equation into

εη̇ = [d1(τ ) + β1(η, ζ, τ )]η (27)

defining a stable manifold separating the basins of attraction ofC+ andC−.
SinceD2 has negative eigenvalues, one easily shows thatζ(τ ) goes to zero exponentially

fast. Thus the effective dynamics will take place on the invariant manifoldz = v(y, τ ), where
it is governed by the scalar equation

εẏ = d1(τ )y + h(τ)y3 +O(y5)

h(τ ) = − σ
2

2bs

(
σ − 1

2
+ s

)
+O(ε)

(28)

† These matrices are not unique, since every column ofS can be multiplied by a function of time, which will of
course affect terms of orderε in D.
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Figure 4. Rotation frequency of convection rollsx1 as a function of the periodically varying
temperature differencer in the Lorenz model. After a first transient cycle, the motion settles on a
hysteresis cycle, on whichx1 increases rapidly and decreases slowly.

(y = η on the unstable manifoldζ = 0). As r(τ ) is varied periodically aroundr = 1,
d1(τ ) = a1(τ ) + O(ε) changes sign. The situation is thus very similar to the last example
of section 2. Assume thatd1(τ ) becomes negative atτ0, positive atτ1, and negative again at
τ0 + 1. Asymptotically, the solution will stay close to the origin forτ0 +n 6 τ 6 τ̂ +n, where
τ̂ > τ1 is thedelay timedefined by the relation∫ τ̂

τ0

d1(τ ) dτ = 0 (29)

(this time exists if the average ofd1(τ ) over one period is positive, otherwise solutions stay
indefinitely close to the origin). For̂τ + n < τ < τ0 + n + 1, the asymptotic solution follows
C+ or C− adiabatically. Thus the bifurcation delay leads once again tohysteresis(figure 4).
As in figure 3(b), this memory effect is due to metastability. For a given value ofr between 1
andrc, the asymptotic state of the system does not depend on the value ofr alone, but also on
whether it is increasing or decreasing. This hysteretic behaviour persists in the adiabatic limit
ε→ 0.

Whenr(τ ) is varied back and forth (at least whenr does not become too large), the solution
always follows thesameequilibrium (which one it chooses depends on the initial condition).
In the case of Rayleigh–B́enard convection,x1 measures the rotation frequency of convection
rolls. Whenr(τ ) is increased, these rolls will appear suddenly, with a positive frequency, at
somerc = r(τ̂ ) > 1. Whenr(τ ) is decreased again, they slowly decelerate to disappear
smoothly asr becomes smaller than 1. The rolls will always turn in the same direction. We
believe that it would be interesting to try to observe this delay experimentally.

4. Hysteresis in mean-field ferromagnets

Hysteresis in ferromagnets has been known and studied experimentally for a long time. Interest
in a microscopic understanding of hysteresis and associated scaling laws has been renewed by
the numerical study of [1]. The internal dynamics of ferromagnets, however, is so complicated
that its modelling by ordinary differential equations is not obvious. We will consider here a
simple Curie–Weiss model, which can be described by an effective mean-field equation.

Consider the Hamiltonian

H(σ) = − 1

2N

∑
i 6=j∈3
〈σi |Jσj 〉 −

∑
i∈3
〈h|σi〉 (30)
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where3 is a subset ofZd withN sites, the spinsσi are unit vectors inRn, J is a fixed coupling
matrix andh the magnetic field. We introduce a stochastic spin–flip dynamics of Glauber type.
The detailed balance condition [18] is satisfied by a transition probability by unit time of the
form

w(σ ′|σ) =
∑
i∈3

∏
j 6=i
δ(σ ′j − σj )eβ〈σ

′
i |hi (σ )〉g(hi(σ ))

hi(σ ) : h +
1

N
J
∑
j 6=i

σj
(31)

whereβ = T −1 is the inverse temperature, andg(h) an arbitrary function.
To derive a deterministic equation of motion, we consider a sequence of systems with

N sites,N → ∞. Under appropriate assumptions on the initial probability distribution,
one can derive in the thermodynamic limit a deterministic equation for the magnetization
m = (∑i σi)/N of the form†

dm

dt
= −m + β(Jm + h)Fn(β‖Jm + h‖) (32)

whereFn(x) depends on the dimensionn of the spins. In particular,

F1(x) = tanhx

x
F2(x) = 1

2 − 1
16x

2 +O(x4). (33)

It can be shown that corrections tom(t) resulting from a finiteN are of orderN−1/2, and obey
a Langevin equation [19, 20].

We will now describe some interesting properties of the 1D and 2D models in a slowly
oscillating magnetic field, paying attention in particular to the mechanism of magnetization
reversal and its influence on the shape of hysteresis cycles.

4.1. The 1D case: dynamic phase transition

For 1D spins, the adiabatic equation of motion can be written as‡

εṁ = −m + tanhβ(Jm + h(τ)) (34)

where we will consider a periodic magnetic field of the form

h(τ) = h0 sin(2πτ). (35)

For positive inverse temperatureβ = T −1, we may rescale the variables in such a way that
J = 1. If β < 1, there is no static hysteresis. Ifβ > 1, the static bifurcation diagram is similar
to the equationεẋ = −x + x3 + λ(τ) discussed in section 2: it contains two saddle-node
bifurcations(±hc,∓mc), where

mc(T ) =
√

1− T hc(T ) = mc − T tanh−1mc. (36)

As we have seen in section 2, whenh0� hc orbits are attracted by a hysteresis cycle with zero
average magnetization (figure 5(b)) and areaA(0) + O(ε2/3). This scaling law was already
obtained in [3]. Whenh0 < hc, the magnetization never sees any bifurcation point, and it
follows asymptotically a cycle of widthO(ε)with nonzero average magnetization (figure 5(a)).

This phenomenon was observed numerically and called ‘dynamic phase transition’ by [7],
who also called ‘ferromagnetic’ orF-regionthe domain of(T , h0)-plane where the asymptotic

† This is the simplest equation, obtained for a particular choice ofg. Other choices yield a multiplicative factor in
the right-hand side.
‡ We neglect here terms of orderε stemming from the slow time dependence ofh in the derivation of the equation of
motion.
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Figure 5. Periodic solutions of (34) (light curves) illustrating the phenomenon of ‘dynamic phase
transition’. Heavy curves represent stable equilibria (full) and unstable equilibria (broken) of the
static equation. When the amplitudeh0 of the magnetic field is smaller than the critical fieldhc, the
magnetization oscillates around a nonzero average, and encloses an area of orderεh0 (a). When
h0 is larger thanhc, the average magnetization is zero, and the periodic solution encloses an area
A(ε) = A(0) +O(ε2/3) (b).

cycle has a nonzero magnetization, and ‘paramagnetic’ orP-regionthe domain where it has
zero average magnetization. In the adiabatic limit, these regions are delimited by the line
h = hc(T ). For positiveε, there may be a small overlap between these regions, where a
symmetric P-cycle and an asymmetric F-cycle coexist.

We claim that for smallε andT = β−1 < 1, the F-region grows by a distance of orderε,
the P-region shrinks by an amount of the same order (but may overlap the F-region), and the
area of the corresponding cycles obeys the scaling laws

F-cycle: A(ε, h0) ≈ h0ε if h0 < hc ε| ln ε| if h0 = hc
P-cycle: A(ε, h0) ≈ A0 + ε2/3(h0 − hc)1/3. (37)

Let us indicate how we obtain these scaling laws. Assume thath0 = hc + δ. After
translating the coordinates to the bifurcation point(−hc,mc) and scaling them in a proper
way, equation (34) becomes

εẏ = −y2 − δ + τ 2 + higher order terms. (38)

For δ = 0, this equation displays a transcritical bifurcation at the origin. For positiveδ, it
splits up into two saddle-node bifurcations, with a gap of width 2

√
δ (figure 6). Ifδ < O(ε),

the transformationτ = √δσ , y = √εz yields the equation

dz

dσ
= −ε̃z2 + ε̃3(σ 2 − 1) ε̃ =

√
δ/ε (39)

which can be used to show thatz cannot move enough to slip through the gap, so that we are
in the P-region.

If δ > O(ε), the transformationτ = √δ(σ − 1), y = √δz gives

(εδ−1)
dz

dσ
= −z2 − σ + σ 2 (40)

which is exactly equation (12) studied in section 2. In particular, the trajectory slips through
the gap after a time delay of order

√
δ(εδ−1)2/3 = ε2/3δ−1/6. During this time, the magnetic

field has reached a valueh0 +O(ε2/3δ1/3), which implies the scaling relation (37).



26 N Berglund and H Kunz

Figure 6. If the amplitude of the magnetic field is equal toh0 = hc +δ, the motion near the turning
point is governed by the Riccati equation (38). Ifδ = 0, it describes a transcritical bifurcation,
and adiabatic solutions follow the upper branch (a). This means that we are still in the F-region.
For positiveδ, we show that this behaviour subsists as long asδ = O(ε). In (b), trajectories are
shown for two different values ofε. If ε < δ, the solution escapes from below after a delay of order
ε2/3δ−1/6, and we have reached the P-region.

Finally, whenδ ≈ ε, the trajectory may behave in either way. A more careful analysis
of the Poincaŕe map shows that even though there is a small region where stable F- and P-
cycles can coexist, the transition is sharp, in the sense that the average magnetization jumps
discontinuously from one cycle to another. In [7], a smooth transition, where the magnetization
goes to 0 continuously, has been observed for larger values ofε.

4.2. The 2D case: effect of anisotropy

If we retain only the leading terms in (32), we obtain the Ginzburg–Landau equation

εṁ = (βJ − 1I)m− 1
2βJm‖βJm‖2 + βh (41)

which describes the linearly driven, overdamped motion of a particle in a sombrero-shaped
potential. We shall assume thath is parallel to an eigenvector of the symmetric matrixJ . In
the subspace of this eigenvector, the equation reduces to the previously studied case, and a
minimal field amplitudehc is necessary to reverse magnetization. When the magnetization has
a transverse component, however, it can also turn around the potential maximum, for a much
smaller field amplitude. We are thus going to focus on this situation.

In the isotropic case, we may chooseJ = 1I to obtain the equation

εṁ = (β − 1)m− 1
2β

3m‖m‖2 + βh(τ) (42)

where we take a magnetic fieldh(τ) = (h1(τ ), 0), with h1(τ ) = h0 sin(2πτ). It is useful to
write this equation in polar coordinates, withm = (r cosϕ, r sinϕ), to get

εṙ = (β − 1)r − 1
2β

3r3 + βh1(τ ) cosϕ

εϕ̇ = −β
r
h1(τ ) sinϕ.

(43)

If h1(τ0) < 0, the magnetization settles near the left equilibrium, determined byϕ = π and
r = r+(τ0), the largest solution of(β − 1)r − 1

2β
3r3− βh1(τ0) = 0. When the field becomes

positive, the phenomenon of bifurcation delay causesϕ to remain for some time in unstable
equilibrium nearπ , until it switches to 0 at a timeτ1 = 9(τ0), defined by∫ 9(τ0)

τ0

h(τ)

r+(τ )
dτ = 0. (44)
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Figure 7. (a) Evolution ofϕ(τ), solution of equation (43) (light curve, with the initial condition
marked by a small square). The magnetization quickly rotates at timesτn, determined recursively
by the relationτn+1 = n

2 +9(τn− n
2 ). (b) The plot ofm1 as a function ofh1 shows the asymptotic

hysteresis cycle, which is determined solely by the delay times. Heavy full curves, broken and dotted
curves represent respectively sinks, saddles and sources of the static system. Due to bifurcation
delay, the magnetization follows the hyperbolic branch for some time, but ultimately rotates around
the unstable origin.

Figure 8. (a) Evolution ofϕ in the anisotropic case withγ > 1. Due to bifurcation delay,ϕ spends
some time near 0 orπ , even when these points are unstable. It always drops back, however, to
the transverse stable position. (b) The resulting hysteresis loop looks triangular. Curves are the
longitudinal equilibria, and the straight line represents transverse branches.

Because of the symmetry, the next time of delayed magnetization reversal is then given by
τ2 = 1

2 + 9(τ1 − 1
2) (figure 7). Subsequent reversal times are determined by the recursive

formulaτn = n
2 + 9(τn − n

2). It turns out that thisself-determined bifurcation delayfinally
settles at a fixed point of the mapτ 7→ 9(τ)− 1

2.
We now turn to the anisotropic case whereJ = (1 0

0 γ

)
. In the coordinatesm =

(r cosϕ, γ−1r sinϕ), the second equation of (43) becomes

εϕ̇ = β(1− 1
2β

2r2)(γ − 1) sinϕ cosϕ − β
r
h1(τ ) sinϕ. (45)

The caseγ < 1 is not very interesting, since the anisotropy increases the effect of the magnetic
field, and tends to align the magnetization with it. Ifγ > 1, a new stable transversal
equilibrium exists for small magnetic field. Its coordinates are determined by the relations
‖βJm‖2 = 2(1 − β−1γ−1) and (1 − γ−1)m1 = βh1. The resulting hysteresis cycle is
composed of two triangular loops (figure 8), since after leaving the unstable positionϕ = 0 or
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Figure 9. Phase portraits in the(q, p)-plane of the rotating pendulum for different values of the
rotation frequency�.

π , the magnetization drops to the transverse branch, which it follows until merging with the
longitudinal branch.

We point out that if the magnetic field is slightly tilted with respect to the eigenvectors
of J , the pitchfork bifurcations in figure 8 transform into saddle-nodes, which suppresses the
bifurcation delay. The result is that instead of oscillating back and forth, the magnetization
performs full circles, always rotating in the same direction.

5. Chaotic hysteresis of a rotating pendulum

The examples we have considered up to now all described an overdamped, effectively 1D
motion, which displayed hysteretic, but not chaotic properties. We present here an example
taking into account inertia, which turns out to have far more complicated dynamics.

Consider a mathematical pendulum mounted on a rotating table, turning with angular
frequency�. The pendulum is subject to weight, friction and a centrifugal torque, so that its
equation of motion can be written in dimensionless variables

q̇ = p
ṗ = −2γp − sinq +�2 sinq cosq

(46)

whereq is the angle between pendulum and vertical, andγ > 0 is a friction coefficient. This
equation also describes the motion of a particle in a symmetric potential, shaped as a single
well when� < 1 and as a double well when� > 1. The originO is always an equilibrium,
while for� > 1, two new stable equilibria appear at

Q± = (±q?(�), 0) q?(�) = cos−1�−2. (47)

The eigenvalues of the linearization of (46) aroundO andQ± are given, respectively, by

ao± = −γ ±
√
γ 2 +�2 − 1 a?± = −γ ±

√
γ 2 −�2 +�−2. (48)

There are four qualitatively different phase portraits, delimited by the values� = 1 and
� = �±(γ ), where

�−(γ )2 = 1− γ 2 �+(γ )
2 = 1

2

[
γ 2 +

√
γ 2 + 4

]
(49)

namely (see figure 9):
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Figure 10. Solutionsq(τ) of equation (50) for slightly different values of the adiabatic parameter
ε. The time scale has been contracted in such a way as to show 20, resp. 40 periods of�. One
observes (a) solutions with the same period then�(τ), (b) solutions with twice the period of�(τ),
going alternatively to one side and the other one, and (c), if ε is carefully adjusted, solutions which
have no apparent period.

• when 0< � < �−(γ ),O is a stable focus;
• when�−(γ ) < � < 1,O is a stable node;
• when 1< � < �+(γ ),O is a saddle andQ± are stable nodes;
• when� > �+(γ ),O is a saddle andQ± are stable foci.

If � = �(εt) is made slowly and periodically time-dependent, we obtain the adiabatic
system

εq̇ = p
εṗ = −2γp − sinq +�(τ)2 sinq cosq.

(50)

This system displays two interesting phenomena. The first one is a bifurcation delay similar to
the one already observed in previous examples: when� is increased beyond 1, the pendulum
remains for some time in unstable equilibrium close to the origin, before joining one of the
stable equilibriaQ+ orQ−. When� is decreased again below 1, the pendulum follows this
equilibrium until it joins the origin, leading to hysteresis. The second interesting phenomenon
is related to the sequence of visited equilibria, which depends on the value of the adiabatic
parameter (figure 10). For some values, the pendulum always chooses the same equilibrium,
just as the Lorenz system always chooses the same direction of rotation for the convection
rolls. For other values ofε, however, one observes a sequence with twice the driving period,
in which the pendulum visits alternatively the equilibriaQ+ andQ−. Between these periodic
behaviours, it is even possible to observe apparently random sequences, which we called
chaotic hysteresis[8].

In order to explain this behaviour, we now compute an asymptotic expression for the
Poincaŕe map in the(q, p)-plane, during one period of�(τ). If �(τ) remains within the
interval [�−, �+], the system can be reduced to 1D as in section 3, and there is no possibility
for chaotic motion. We thus consider the case where�(τ) has a larger amplitude (figure 11).
It is useful to introduce the notations

αo(τ2, τ1) = Re
∫ τ2

τ1

ao+(τ ) dτ φo(τ2, τ1) = Im
∫ τ2

τ1

ao+(τ ) dτ. (51)

Similar functionsα? andφ? are defined for the linearizations aroundQ±.
Assume the origin becomes stable at the timeτ̌ (figure 11). Forτ̌ < τ < 1, orbits are

attracted by the stable origin. They remain close to it until a bifurcation delay timeτ̂+1, defined
by the relationαo(τ̂ + 1, τ̌ ) = 0. During this part of motion, the system can be essentially
described by its linearization around the origin. Except in a neighbourhood ofτ o±, where the
eigenvaluesao± cross, we can carry out a dynamic diagonalization as in section 3. The actual
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Figure 11. Function�(τ) considered in the analysis. The instants when� crosses the values�±
and 1 delimit the different phases of the motion: the origin becomes unstable atτ = 0 and stable at
τ = τ̌ ; it is a focus forτ betweenτ0− andτ0

+ ; each equilibriumQ+ andQ− is a focus forτ between
τ ?− andτ ?+. The situation is repeated periodically with a period of 1.

crossings are described by a local analysis, using Airy’s equation. Combining these steps, we
obtain that

x(τ̂ + 1) = S(τ̂ + 1)

 cos

(
φo

ε

)
e−δ

o
2/ε sin

(
φo

ε
+ θo2

)
−e−δ

o
1/ε sin

(
φo

ε
+ θo1

)
e−δ

o
3/ε cos

(
φo

ε
+ θo3

)
 S(τ̌ )x(τ̌ ) (52)

whereφo = φo(τ 0
+ , τ

0
−) +O(ε) is the dynamic phase of oscillations around the origin, and the

columns ofS(τ) are close to the eigenvectors associated with the origin. The positive factors
δoj describe the asymmetric contraction due to the difference betweenao+ andao−, and theθoj
are geometric phase shifts. It can be shown that the effect of nonlinear terms can be absorbed
in these small geometric corrections.

The part of motion between̂τ andτ̌ is essentially nonlinear. Near the origin, we may use
invariant manifolds as in section 3 to transform (50) into

εξ̇ = [ao+(τ, ε) + β+(ξ, η, τ, ε)]ξ

εη̇ = [ao−(τ, ε) + β−(ξ, η, τ, ε)]η
(53)

whereao±(τ, ε) = ao±(τ ) +O(ε) andβ± are of order|ξ | + |η|. Starting at̂τ with a small initial
condition(ξ0 > 0, η0), the second equation in (53) shows thatη becomes exponentially small.
The first one is used to prove thatξ reaches a distanced from the origin (d not too large) at a
time τ̄ (ξ0) +O(ε), where

αo(τ̄ (ξ0), τ̂ ) = −ε ln(ξ0/d) (54)

providedξ0 > ξc = e−α
o(τ ?+ ,τ̂ )/ε (for smallerξ0, the orbit does not reachQ+ before the timeτ ?+).

For τ > τ̄ (ξ0), the trajectory is attracted byQ+, around which we carry out a similar analysis
than around the origin, with the result

ξ(τ̌ ) = Cε1/4 + eα
?/ε cos

(
φ?

ε

)
η(τ̌ ) = e(α

?−δ?)/ε sin

(
φ?

ε
+ θ?

) (55)

whereα? = α?(τ̌ , τ̄ (ξ0)) + O(
√
ε) andφ? = φ?(τ ?+, τ̄ (ξ0)) + O(

√
ε), while C, δ? and θ?

are constant at lowest order inε. The position aťτ thus depends essentially onξ0 through the
delayed bifurcation timēτ(ξ0), in such a way that (55) is the parametric equation of a squeezed
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Figure 12. Schematic shape of the functionT1(ξ)of equation (56) (a) when cos(φ0/ε) is sufficiently
positive and (b) when cos(φ0/ε) is sufficiently negative. In the first case, there are two symmetric
stable fixed points. In the second case, there is a stable orbit of period 2.

spiral (which is essentially the image of the unstable manifold of the origin under the flow
from τ̂ to τ̌ ).

Combining this result with (52), we finally obtain a Poincaré map of the form

ξ1 = T1(ξ0; η0, ε) = cos

(
φo

ε

)[
Cε1/4 + eα

?/ε cos

(
φ?

ε

)]
+e(α

?−δ)/ε sin

(
φo

ε
+ θo

)
sin

(
φ?

ε
+ θ?

)
η1 = T2(ξ0; η0, ε) = O(e−δo2/ε)

(56)

whereξj = ξ(τ̂ + j) measures the distance to the stable manifold of the origin (it is close to
q), andηj = η(τ̂ + j)measures the distance to the unstable manifold. This expression is valid
for ξ0 > 0, but is easily extended to negativeξ0, since the Poincaré map is odd. The dynamics
is thus essentially determined by the 1D mapξ0 7→ T1(ξ0; 0, ε), which is oscillating around
±Cε1/4 cos( φ

o

ε
) (figure 12). One easily shows the existence of a positive constantµ such

that, ifε1/4 cos(φo/ε) > e−µ/ε, this map admits stable fixed points at±ξ? ≈ ±ε1/4 cos(φo/ε),
corresponding to cycles of period 1. Whenε1/4 cos(φo/ε) < −e−µ/ε, there is an orbit of period
2, for which the pendulum alternatively visits the left and right equilibrium (figure 12). These
properties can be shown to hold for the full 2D map (56), which is confirmed by numerical
simulations (figure 13).

Chaotic motion is possible in the intermediate regions, where|ε1/4 cos(φo/ε)| < e−µ/ε.
For the 2D map, it is difficult to prove existence of such a motion, but one can do more for the
simplified 1D map, using symbolic dynamics. In fact, when cos(φo/ε) = 0 and under certain
conditions on�(τ), one finds thatT1(ξ) behaves as in figure 14(a): it vanishes at two points
ξ1 andξ2, and, being odd, also at−ξ1 and−ξ2. These points define four intervalsI−2, I−1,
I1 andI2, and the maximum ofT1 on I1 is larger thanξ2, while its minimum onI2 is smaller
than−ξ1. TheMarkov graphof T1 is defined as the graph with sitesIj , admitting an oriented
edgeIj → Ik wheneverT1(Ij ) ⊃ Ik. It is known [21] that for every path in the Markov
graph, there exists an orbit visiting the corresponding sequence of intervals. In particular,
using Sarkovskii’s theorem [21], it is possible to prove the existence of periodic orbits of every
period except possibly 3.

The mathematical pendulum analysed here has been realized experimentally, and all the
phenomena predicted by the equations have been observed. They depend, in fact, only on a
few qualitative features of the system. The origin should be a focus for some values of the
parameter, in order to allow the orbits to wind around it. It should be hyperbolic for other
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Figure 13. (a) Numerically computed bifurcation diagrams of the Poincaré map (56). For each
value ofε, we have plotted the asymptotic value ofq(τ̂ + n), for one initial condition. On the
domain 0< ε < 0.025, the diagram clearly shows the alternates of regions with a one-period
and a 2-period cycle, separated by small chaotic zones. (b) Plots of the functionsε1/4 cos(φo/ε)
and±e−µ/ε . Light grey zones are those where the theory predicts existence of a period-1 cycle,
medium grey zones those with a period-2 cycle. Dark grey zone are those where chaotic hysteresis
is possible, and, indeed, observed. We point out that in figure (b), the dynamic phaseφo(0) has
been computed analytically. Only the next-to-leading-order correction toφo(ε) (which results in a
phase shift) has been chosen in order to fit the numerical results.

values of the parameter, for which two new stable equilibria should exist. Chaotic motion
requires, in addition, these asymmetric equilibria to be sometimes foci, in order to create the
oscillations in the Poincaré map. Under these conditions, it should be possible to observe
chaotic hysteresis for other nonlinear oscillators (see section 6.2).
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Figure 14. The interval map (a) admits the Markov subgraph (b), which allows for periodic orbits
of all periods, except possibly 3. The intervalsIj andIk are connected by an arrow in the Markov
graph if the image ofIj containsIk . Each path in the graph describes a possible orbit.

6. Examples of eigenvalue crossings

We mentioned in section 3 that adiabatic linear systems of the formεẋ = A(τ)x could be
diagonalized (and thus solved) by the change of variablesx = S(τ ; ε)y, whereS is a matrix
satisfying the equation

εṠ = AS − SD (57)

andD(τ) is a suitable diagonal matrix. Then the linear system takes the simple form
εẏ = D(τ)y, which can be solved. This procedure is only useful, however, if we manage to
control the transformation matrixS, which should be bounded (e.g. close to the matrixS0(τ )

which diagonalizesA statically). Such a control turns out to be possible at least in two cases:
when the eigenvalues ofA(τ) have different real parts, or, (in a more restricted sense) when
they have the same real part but different imaginary parts†.

This leaves open the question of the effect of different types of eigenvalue crossings. The
most generic case, whenA is not diagonalizable at the crossing time, has been mentioned
in section 5. It can be studied using the properties of Airy functions (see also [9]). In this
section, we illustrate the effect of two other types of crossing. The first one occurs when
A(τ) is symmetric, and can thus be diagonalized even when it has identical eigenvalues. The
second one arises when the eigenvalues’ real parts cross, but their imaginary parts are different.
We call this situationeigenvalue cruising; it is closely related to properties of dynamic Hopf
bifurcations discussed in [11, 12].

6.1. Symmetric crossing

Let us consider the overdamped motion of a particle in the 2D potential

8(x, εt) = − 1
2〈x|A(εt)x〉 + 1

4‖x‖4 (58)

whereA is a symmetric matrix. The equation of motion can be written

εẋ = A(τ)x − ‖x‖2x. (59)

We assume that the matrixA(τ) is given by

A(τ) = a(τ)
(

cos 2θ(τ ) sin 2θ(τ )
sin 2θ(τ ) − cos 2θ(τ )

)
(60)

† More generally, the system can be bloc-diagonalized when the eigenvalues can be split into two groups with
non-crossing real parts.
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Figure 15. Solutions (light curves) of (62) whena(τ) = − cosτ : (a) in the caseθ(τ ) = − cosτ ,
(b) in the caseθ(τ ) = τ . In both cases, one can construct a particular solution remaining close
to the static equilibriumθ(τ ) (heavy curves, where the full lines indicate stable branches and the
broken lines unstable ones), admitting a discontinuity atτ = 3π

2 . Solutions of (63) behave in a
similar way, with a discontinuity atτ = π

2 .

so that it admits eigenvalues±a(τ) and eigenvectorsv1 = (cosθ, sinθ) and v2 =
(− sinθ, cosθ). Thus, the potential8 has minima at±√a v1 if a is positive, and at±√−av2

if a is negative. To diagonalize the linearized equationεẋ = A(τ)x, we may try to solve
equation (57) with matricesS andD of the form

S =
(

cosθ1(τ ) − sinθ2(τ )

sinθ1(τ ) cosθ2(τ )

)
D =

(
d1(τ ) 0

0 d2(τ )

)
. (61)

Substitution of this ansatz in (57) yields the relations

εθ̇1 = −a(τ) sin 2(θ1− θ(τ )) d1(τ ) = a(τ) cos 2(θ1− θ(τ )) (62)

εθ̇2 = a(τ) sin 2(θ2 − θ(τ )) d2(τ ) = −a(τ) cos 2(θ2 − θ(τ )). (63)

If a(τ) does not vanish (i.e. when there is no eigenvalue crossing), these equations admit
equilibrium branches atθ1 = θ2 = θ(τ ), of opposite stability. By the results of section 2,
we know that they admit particular adiabatic solutionsθ1(τ ) = θ(τ ) + O(ε) and θ2(τ ) =
θ(τ ) +O(ε). The evolution operator of the linearized system can thus be written

U(τ, τ0) = S(τ)
(

eδ1(τ,τ0)/ε 0
0 eδ2(τ,τ0)/ε

)
S(τ0)

−1

δ1,2(τ, τ0) =
∫ τ

τ0

d1,2(s) ds = ±
∫ τ

τ0

a(s) ds +O(ε2).

(64)

The columns ofS(τ) can be considered asdynamic eigenvectorswhich are close to the static
eigenvectorsv1,2. They define invariant subspaces (depending onτ ), in which the motion is
expanding (respectively, contracting).

Whena(τ) is allowed to vanish, new phenomena occur because equations (62) and (63)
undergo bifurcation. It is instructive to consider the casea(τ) = − cosτ , for three different
functionsθ(τ ) : (1) θ(τ ) = 0, (2)θ(τ ) = − cosτ and (3)θ(τ ) = τ .

If θ(τ ) = 0, (62) admits the solutionθ1 = θ2 ≡ 0, andd1,2 = ±a(τ). The evolution
operator can thus be written

U(τ, 0) =
(

e− sin(τ )/ε 0
0 esin(τ )/ε

)
. (65)
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Figure 16. Solutions of (59) whena(τ) = − cosτ , plotted with respect to the rotating reference
frame(v1, v2). The initial condition is marked by a small square. (a) In the caseθ(τ ) = − cosτ ,
the particle oscillates back and forth between two potential wells, while (b) in the caseθ(τ ) = τ it
visits all four wells in a row.

The subspacesx1 = 0 andx2 = 0 are invariant. Ifx2(0) = 0, x1(τ ) remains exponentially
small untilτ = π , which is the standard bifurcation delay.

If θ(τ ) = − cosτ , it is not possible to construct solutions of (62) remaining indefinitely
close toθ(τ ). The best one can do is to construct periodic solutionsθ1(τ ) andθ2(τ ) admitting
a discontinuity of order

√
ε, respectively at times3π2 and π

2 (figure 15(a)). As a result, for
π
2 < τ < 3π

2 we have

U(τ, 0) = S(τ)
(

eδ1(τ,π/2)/ε 0
0 eδ2(τ,π/2)/ε

)
T

(
eδ1(π/2,0)/ε 0

0 eδ2(π/2,0)/ε

)
S(0)−1 (66)

where

T = S
(π

2
+
)−1

S
(π

2
−
)
=
(

1 +O(
√
ε) sin(θ+

2 − θ−2 ) +O(ε)
0 1

)
(67)

with θ±2 = θ2(
π
2±). The off-diagonal term of this matrix induces a transition between the

directions which were invariant beforeτ = π
2 . In particular, whenτ = π , we have to leading

order inε

U(π, 0) ≈
(

1 sin(θ+
2 − θ−2 )e2/ε

0 1

)
. (68)

This transformation rotates the vertical axis by almostπ/2. The matrixU(2π, π) is found to
rotate the horizontal axis by almost−π/2. This means that there exists no invariant subspace in
which the particle performs an independent motion. The eigenvalue crossing thus results in an
interaction between both modes, with the particle always following the most unstable direction.
The sign of the discontinuities ofθ1,2 is important: in this case it induces a back-and-forth
oscillation of the particle between two wells (figure 16(a)).

In the caseθ(τ ) = τ , the situation is similar, but with a discontinuity ofθ1 of opposite
sign (figure 15(b)). As a result, the coordinate axes are always rotated in the same direction,
and the particle visits all four wells in a row (figure 16(b)).

6.2. Coupled oscillators and eigenvalue cruising

We calleigenvalue cruisingthe situation arising when some eigenvalues of the matrixA drift
past one another at some imaginary distance. This cruising also leads to an interaction between
the modes; however, unlike in the case of diagonal crossing, this interaction isdelayed.
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Figure 17. Eigenvalues of the linearized Kobayashi equations forγ1 = 2, γ2 = 1 andµ = 0.
There is an eigenvalue cruising forλ = −2.

Eigenvalue cruisings appear in particular in coupled oscillators. Consider for instance the
system

q̈1 + 2γ1q̇1 + (1− λ + q2
1 + 4q2

2)q1− µq2 = 0
q̈2 + 2γ2q̇2 + 4(4− λ + q2

1 + 4q2
2)q2 +µq1 = 0

(69)

which was introduced by Kobayashi [22] to describe the vibrations of a buckled plate with
supersonic flow on one side of the plate. The variablesq1 andq2 are amplitudes of the two
dominant Fourier modes of the deflection,λ is the in-plane compressive stress,µ the dynamic
fluid pressure of the supersonic flow, andγ1,2 are friction coefficients (which were taken equal
in [22]).

Introducingp1 = q̇1 andp2 = q̇2, (69) can be written as a 4D first-order system for the
variables(q1, p1, q2, p2), which admits the origin as an equilibrium. The linearization around
the origin is a 4× 4 matrix with eigenvalues

a1,± = −γ1±
√
γ 2

1 + λ− 1 +O(µ2)

a2,± = −γ2 ±
√
γ 2

2 + 4(λ− 4) +O(µ2).
(70)

An eigenvalue cruising arises for instance in the following situation: assumeγ1 = 2, γ2 = 1
andµ = 0, so thata1,± = −2±√λ + 3 anda2,± = −1± i

√
15− 4λ. As λ increases from

−3 to 15
4 , the complex eigenvaluesa2,± correspond to oscillations, while the real eigenvalues

a1,± describe an overdamped motion. There is a cruising atλ = −2 and the origin becomes
unstable atλ = 1 (figure 17). The same qualitative features hold for small positive coupling
µ.

We are interested in the following question. Assume thatλ is increased monotonically
and adiabatically, starting with a generic initial condition at a timeτ0 whereλ is smaller than
1. For what value ofλ does the trajectory depart from the origin? The answer turns out to
be related in a rather subtle way to bifurcation delay and eigenvalue cruising. It is easier to
explain this phenomenon on the simple model equation

εẋ = A(τ)x A(τ) =
(
a1(τ ) µ

−µ a2(τ )

)
a1(τ ) = −1 + τ
a2(τ ) = −1 + i.

(71)

As in Kobayashi’s equations,a1 represents the overdamped mode, anda2 the oscillating one
(in complex notation). The cruising occurs atτ = 0. To diagonalize this equation, we try to
solve the equationεṠ = AS − SD with the ansatz

S(τ) =
(

1 s2(τ )

s1(τ ) 1

)
D(τ) =

(
d1(τ ) 0

0 d2(τ )

)
. (72)

Substitution in the equation forS yields the relations

εṡ1 = −µ− (τ − i)s1− µs2
1 d1 = a1 +µs1 (73)

εṡ2 = µ + (τ − i)s2 +µs2
2 d2 = a2 − µs2. (74)
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Figure 18. (a) The level lines of the function Reα(τ) of equation (75) are hyperbolas centred at
τ = i. The largest positive time which can be connected to the negative real axis by such a line
is the buffer timeτb = 1. (b) The origin becomes unstable when the largest exponent of a matrix
element of the evolution operator (77) becomes positive. This may happen earlier whenµ 6= 0,
because the oscillators effectively interact at the buffer time.

The first equation has a static equilibrium ats?1(τ ) = −µ/(τ − i) +O(µ2), which is unstable
for τ < 0 and stable forτ > 0. One can show that the solution of (73) with initial condition
s1(0) = s?1(0) tracks the branchs?1(τ ) at a distance at mostO(ε), for both negative and positive
times.

The second equation has a more subtle behaviour. It admits an equilibrium branch at
s?2(τ ) = µ/(τ − i) + O(µ2), which is stable forτ < 0 and unstable forτ > 0; in fact, it
undergoes Hopf bifurcation. Such bifurcations have been studied by Neishtadt [11, 12, 23].
The interesting fact is that there exist solutions tracking the equilibrium branch beyond the
bifurcation point, but only until a time calledmaximal delayor buffer point. This point is
obtained in the following way: leta(τ) = τ − i + O(µ2) be the linearization of (74) around
the equilibriums?2(τ ). Define the function

Reα(τ) = Re
∫ τ

0
a(s) ds = 1

2[(Reτ)2 − (Im τ − 1)2 + 1] +O(µ2). (75)

The buffer timeτb is the largest real time which can be connected to the negative real axis by
a path of constant Reα (and with some additional properties given in [23]). In the present
situation,τb = 1 (figure 18(a)). As a consequence, forτ 6 1, we can construct a solution of
(74) which is close tos?2(τ ), and the evolution operator of (71) is given by

U(τ, τ0) = S(τ)
(

eδ1(τ,τ0)/ε 0
0 eδ2(τ,τ0)/ε

)
S(τ0)

−1

δ1(τ, τ0) =
∫ τ

τ0

d1(s) ds = 1
2(τ

2 − τ 2
0 )− (τ − τ0) +O(µ2)

δ2(τ, τ0) =
∫ τ

τ0

d2(s) ds = (i − 1)(τ − τ0) +O(µ2).

(76)

For τ > 1 > τ0, however, the solutions2(τ ) necessarily admits a discontinuity of orderεµ
at the buffer time. A similar calculation as in the previous subsection yields the evolution
operator

U(τ, τ0) = S(τ)
(

eδ1(τ,τ0)/ε O(εµ)e[δ1(τ,1)+δ2(1,τ0)]/ε

0 eδ2(τ,τ0)/ε

)
S(τ0)

−1. (77)

If the system starts away from the origin atτ0 < 0, it will follow the origin exponentially closely
until a delay timêτ , which is the first time at which one of the matrix elements becomes of order
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1 again. Ifµ = 0, we simply havêτ = 2− τ0. Whenµ 6= 0, however, we cannot overlook the
interaction between the overdamped and the oscillating mode, which takes effectively place at
the buffer timeτb = 1, and may cause the system to become unstable at an earlier time. For
instance, whenτ0 = −2, the usual delay time forµ = 0 would beτ̂ = 4, while the effective
delay time forµ > 0 is 1 +

√
6 +O(µ2) (figure 18(b)).

A similar phenomenon is observed for the Kobayashi equations (69), only with different
values of the cruising, buffer and delay times. The effective value of the bifurcation delay
can be shown to depend at leading order inε only on the linearization around the origin. It is
important, together with nonlinear terms, for the global structure of motion, since it influences
the choice of the asymmetric equilibrium the system follows after leaving the origin. In fact,
for large amplitude oscillations of the formλ(τ) = 8 sin(τ ), we observed numerically that
the Kobayashi equations display chaotic hysteresis just as the rotating pendulum in section
5. This is not really surprising, since even whenµ = 0, each oscillator is similar to the
rotating pendulum if the amplitude ofλ is large enough. A positiveµ, however, will modify
the bifurcation delay and the dynamic phases and amplitudes which determine the structure of
the Poincaŕe map.
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